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We have studied the emission ofKa radiation from Ti foils irradiated with ultrashorts45 fsd laser pulses. We
utilized the fundamentals800 nmd light from a Ti:sapphire laser on bare foils and foils coated with a thin layer
of parylene EsCHd. The focusing was varied widely to give a range of intensities from approximately
1015–1019 W cm−2. Our results show a conversion efficiency of laser toKa energy of,10−4 at tight focus for
both types of targets. In addition, the coated targets exhibited strong secondary peaks of conversion at large
defocus, which we believe are due to modification of the extent of preformed plasma due to the dielectric
nature of the plastic layer. This in turn affects the level of resonance absorption. A simple model ofKa
production predicts a much higher conversion than seen experimentally and possible reasons for this are
discussed.
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I. INTRODUCTION

Ultrashort bursts ofKa emission from laser irradiated
foils continue to be of widespread interestf1–8g. This is
partly due to the potential of these sources to be generated on
subpicosecond time scalesf2g. The efficiency of such
sourcesstypically 10−6–10−3d depends on the number and
temperature of hot electrons generated at the front plasma
surface by the presence of the incident laser beam. These
factors in turn depend on parameters such as laser beam in-
tensity, pulse length, pre-pulse level, wavelength, polariza-
tion, and angle of incidence. The experimental results and
the Monte Carlo simulation reported by Ederet al. f3g dem-
onstrate an optimum value for the CuKa production as a
function of the incident intensity. The theoretical model of
Reich et al. f2g also suggests an optimal hot electron tem-
perature for efficient generation ofKa photons. In the latter,
this is due to the depth of penetration of the electrons into a
bulk target at high intensity. TheKa photons generated deep
within the foil are reabsorbed. In this paper we report on a
study ofKa yield from finite thickness Ti foils irradiated by
short laser pulses with intensity ranging from 1015 W/cm2 to
1019 W/cm2. We do not observe a dip in the efficiency at
tight focus but for CH coated targets we do observe evidence
of broad peaks in efficiency at high values of beam defocus,
indicative of some sort of optimization. We concluded in our
earlier study that this was a result of the fact that at moderate
intensities the response of the dielectric parylene coating to
the low level pre-pulse was different than the response of
bare Ti foils. This resulted in a shorter scale length generated
at the plasma critical density. This in turn affected the effi-
ciency of the resonance absorption process responsible for
the generation of the fast electrons.

II. EXPERIMENTAL SETUP

The experiments were carried out at the Rutherford
Appleton Laboratory using the Ti:sapphire-based CPA sys-
tem, ASTRA, delivering up to 150 mJ on target in infrared
s800 nmd, p-polarized pulses of 45s±5d fs duration. In addi-
tion to the pre-pulse activity at,13 ns ahead of the main
pulse and having a contrast of 10−7, the main pulse is super-
imposed on a residual uncompressed CPA pedestal and ASE.
The contrast of the residual uncompressed pedestal is mea-
sured to be 10−6 at 10 ps and rises to 10−4 at 1.5 ps ahead of
the main pulse. The ASE starts 2 ns ahead of the main pulse
and rises linearly from a background of 10−8 of the main
pulse to a level of 10−6 in 1 ns and then stays constant until
the main pulse arrives.

An f /2.5 off-axis gold-coated parabola was used to focus
the IR beam at an angle of 10°–65° normal to the target
plane. Focal spots at different positions were recorded in the
low energy mode of the laser. The full width at half maxi-
mum sFWHMd of the focal spot at the best focus, shown in
Fig. 1, was measured to be 333 mm. The FWHM contains
about 55% of the total energy. The focal spot was varied by
moving the parabola off the best focus position along the line
of focus by a known amount with the help of a microcon-
troller, towards the target and away from the targetsreferred
to as positive offset and negative offset, respectivelyd. With
the positive offset a convergent beam interacted with the
target while in the case of negative offset the focus lay before
the target and a divergent beam interacted with the target. As
we moved off the best focus, the focal spot started breaking
up into numerous hotspots and therefore the energy distribu-
tion in the focal spot changed. The energy on target was
monitored for every shot with a calibrated fast diode and the
maximum energy recorded on target was,150 mJ. At the
best focus, the intensity on target reached a maximum of
,231019 W/cm2.

Ti foils having a thickness of 12.5mm, both bare and
coated with 0.2mm of CH, were used as the target. After*Email address: d.riley@qub.ac.uk
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every shot, the foil was moved by 1 mm with an external
computer controlled microdrive to get a fresh surface of the
target for the laser interaction. In all cases, the beam was first
tight focused on the foil, using a retro viewing system, that
injected an alignment laser through the back of one of the
dielectric mirrors and used the small amount of diffuse scat-
ter from the target to monitor the position of best focus. After
finding best focus, the parabola was moved to the desired
offset position. A thin glass pellicle was used in front of the
parabola to protect it from plasma debris. The time integrated
Ka line emission of titaniums4510.84 eVd, was recorded
with a Von Hamos spectrometer that consisted of an x-ray
charge-coupled devicesCCDd system coupled to a curved
LiF s200d crystal with a reflectivity of 0.042 mRadf9g. The
line of sight of the spectrometerscrystal center and the
source positiond made an angle of,48° with the horizontal
plane.

III. RESULTS

In this section we present the data with some comments
on the important features. Figure 2 shows the absoluteKa
yield for 800-nm irradiance on bare Ti targets at 45° and 20°
angles of incidence as a function of focus position. Most data
points are an average of three shots and the error bars in

yield are the statistical error. The error bar in the focal posi-
tion is ±20mm. We can first notice that, for both angles of
incidence there is a strong central peak of,1.5
31011 photons/J /sphere, corresponding to a conversion ef-
ficiency of ,10−4 from optical energy toKa energy. As we
go towards negative offsets, the 20° data show a plateau with
a gentle fall at very large offsets. For positive offsets, the
yield seems to be higher. The 45° data do not extend as far
but seem to systematically fall below the 20° data. In both
cases, the central peak is offset from best focus by about
100 mm towards the positive. We think that this could be due
to the fact that for positive offsets, the beam is converging as
it interacts with the preformed plasma and refraction may
lead to enhancement of the intensity at the critical surface.
This is in contrast to the negative offset where refraction of a
diverging beam may cause a lowering of the intensity at the
critical surface. This effect is difficult to model in detail in a
realistic way since it would require a multidimensional ap-
proach. Also the focal spot may have nonuniformities and at
the high laser powers2.4 TWd there should be the possibility
of relativistic self-focusing of the parts of or the whole beam
to consider.

Figure 3 shows theKa yield from a Ti foil target coated
with 200 nm of plastic irradiated at angles of 20° and 45°. As
can be seen, this data also show a central peak for both cases
of incidence with similar levels to the bare targets. In addi-
tion, the data for the 45° show strong and broad secondary
peaks at larger offsets corresponding to,131015 W cm−2

for positive offset and,2.531015 for negative offset.
Broadly speaking the data are similar to data at 70-fs

pulse duration published previouslyf9g, where we explained
this phenomenon in terms of absorption efficiency of the
target. The general idea is that the CH coating is a dielectric
and the ASE pre-lase must reach a higher intensity before a
plasma forms—resulting in a shorter density scale length at
the surface than for the bare Ti targets. This in turn gives
better resonance absorption for 45° incidence. In this work
we can proceed along a similar line but with some attempt to
be quantitative regarding the yield. The longer scale lengths
for the bare foils may explain why there is higher yield at the
lower angle, except for small offsets. For the coated targets
there is some evidence for the higher angle being more effi-
cient away from best focus, as may be expected. At tight
focus we do not expect a one-dimensionals1Dd expansion
and thus angle of incidence is less important as can be seen
in Fig. 4 which shows an angle scan for best focus and both
target types.

FIG. 1. Focal spot measured at low energy with a microscope
objective. The central spot contains 55% of the energy and has a
full width at half maximum of,3 mm.

FIG. 2. Ka yield for a bare Ti target as a function of offset.
Negative offset means the focus is in front of the target.

FIG. 3. Ka yield for a coated Ti target as a function of offset.
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An important advantage of the coated targets is that with
a high defocus we can have high efficiency but with a lower
level of hard x-ray background. TheKa signal sits on top of
a uniform hard x-ray background. By use of filters and mag-
nets we determined that this was principally caused by fluo-
rescence from the crystal and substrate as hard x rays im-
pinged on them. In terms of counts per pixel, this was at a
higher count level than theKa signal itself. The signal was
still easily measurable because of the uniformity of the back-
ground. Defining the noise level as the rms variation in back-
ground level over an area equivalent to the chip area on
which the Ka signal sat, we established a signal to noise
ratio of 10 for tight focus, rising to,50 at the secondary
peaks of Fig. 3. Furthermore, if we look at the simulations of
Reichet al. f2g it would seem also that at lower irradiance,
the duration of theKa burst would be shorter due to the
shorter stopping time of the fast electrons—this gives a fur-
ther possible advantage of coated targets since a higher yield
can be obtained for modest irradiance than for bare targets.

IV. SIMULATION AND DISCUSSION

A. Preformed plasma

Short pulse laser interaction with a solid target is a com-
plex affair. A full simulation of the data presented here
should in principle account for many things, including the
generation of the preformed plasma, efficiency of absorption
of laser light, generation of hot electrons with possibly more
than one temperature—all in a multidimensional case with a
nonuniform spot. The transport of the electrons through and
around the target would then need to be modeled. Despite the
advances in the subject area this is beyond our capabilities.
However, it is still instructive to construct some simple mod-
els making some assumptions whose reasonableness can be
tested or justified by reference to previous work.

The first stage of our simulation is to use theHYADES

hydrodynamic codef10g to estimate the extent of the pre-
formed plasma. We found that for moderate intensity cases
the preformed plasma was shorter scale length for the coated
targets since we ensured that plasma breakdown of the di-
electric was not allowed to occur until a realistic energy den-
sity was reacheds1 J cm−2d. For higher intensity, plasma was
formed early in the ASE and the lower mass of the C and H
ions meant the plasma expanded faster and gave a longer

scale lengthfL=ncsdn/dxd−1g than the bare Ti case. Figure 5
shows our estimates up to an intensity of,1018 W cm−2. At
about this limit the scale length becomes larger than the ex-
perimental focal spot size and a 1D planar expansion is no
longer valid. At high intensity, a purely spherical 1D expan-
sion model, which assumes curved target surface with a ra-
dius of curvature equal to the spot size, predicts a scale
length smaller than the focal spot size, indicating that in fact
the limiting scale length is probably comparable to the focal
spot size at high intensity cases.

B. Absorption and hot electron temperature

For cases at high defocus, whereL /D,0.1 sD
=focal spot sized, we can say that we have a planar situation
on average and we have assumed that resonance absorption
is the key absorption mechanism since we also generally
haveL /l.0.1. There is relatively simple model of the ab-
sorption due to this mechanismf11g and some theoretical as
well as experimental estimates of the hot electron tempera-
ture in the appropriate intensity regimef2,12,13g. At higher
irradiance, a planar model is not appropriate and the hot
electron generation is more likely to be due to ponderomo-
tive acceleration for which the scaling of hot electron tem-
perature is availablef12,14g.

Work by Snavelyet al., Pisaniet al., and Whartonet al.
f15–17g has covered the range from,1018–3
31020 W cm−2 and we have plotted their results for absorp-
tion fraction in Fig. 6sad, along with a power law fit to the
absorption as a function of irradiance. We have used this fit
to estimate absorption at the high intensity regime down to
,1017 W cm−2 where resonance absorption is predicted to be
appropriate and dominant. The effect on the assumed absorp-
tion is seen in Fig. 6sbd. Although the resonance absorption
levels from the simple theory look high, there is experimen-
tal evidencef18,19g for high absorption in the correct cir-
cumstances and we leave the model as it stands for now.

As a check, we ran the codeMEDUSA f20g, which allows
us to set up an initial preformed plasma and looked at how
much inverse bremsstrahlung absorption is predicted for
each case. The code included the strong field correction and
the level of absorption was only a few percent. Thus we have
assumed in our modeling that inverse bremsstrahlung is rela-
tively unimportant.

FIG. 4. Ka yield for both bare and coated Ti targets as a func-
tion of angle of incidence at best focus. FIG. 5. Density scale length at the critical surface of the pre-

formed plasma as calculated with theHYADES hydrodynamic code.
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We consider in our simulations below three scaling laws
for hot electron temperature. The first comes from PIC simu-
lations by Reichet al. f2g and hasThot=110sI17d1/2 keV,
where I17 means the intensity in units of 1017 W cm−2. The
second is experimental data reported by Nishimuraet al. f13g
and hasThot=29sI17d0.74 keV. These two are options for the
lower intensity regime where resonance absorption is the
main mechanism. Finally, we use the ponderomotive heating
law f12,14g which hasThot=mc2fs1+a0

2d1/2−1g, wherea0 is
given by sIl2/1.431018 W cm−2 mm2d1/2. This latter is, of
course, more likely to be applicable at higher intensity.

C. Ka generation

After considering the possible absorption fractions and

hot electron scaling we consider the manner in whichK̃a
photons are generated by the fast electrons. We adopt two
distinct approaches to explore the issues and concentrate ini-
tially on the bare targets.

1. Cross-section model

In our first approach a numerical model is used to split the
foil into 100 layers. The slowing of the electrons through
each layer is calculated with a simple Bethe-Bloch model
f21g. For higher irradiances this is not in fact a very large
effect for the foils used. The cross section forK-shell ioniza-
tion as a function of energy, including relativistic correction
f22g, is used with the fluorescence yieldf23g of Ti s,0.19d to

calculate the emission seen from each layer. The reabsorp-
tion is accounted for using the depth of each layer and the
known opacity of cold solid Ti at theKa photon energy. This
model assumes that any electron leaving the foil is lost and
plays no further role. Figure 7 shows the predicted yield
including the variation of absorption with intensity, but, for
now, using each temperature scaling law in turn for all inten-
sities. We can see that contrary to our experimental results,
the yield is predicted to fall towards the highest intensity in
all three cases. At modest intensity, there is an optimum with
different irradiances depending on the scaling law used.
Reichet al. f2g report a similar optimum, although, as men-
tioned above, in their case it is due to reabsorption. For our
thin foil case, it is because at higher intensity there are fewer
hot electrons and they mostly escape the foil and at low
intensity many of the electrons are not energetic enough to
ionize Ti. It is clear that recirculation of electrons that leave
the rear of the foil must take place. This is in accordance
with the experiments of Malkaet al. f24g and Malka and
Miquel f25g, where less than 1% of laser energy is estimated
to escape from the targets as fast electrons.

2. Empirical model

In this approach, we use a method derived from that of
Reichet al. f2g. We assume the fast electrons have a quasi-
Maxwellian distribution and stream into the foil. Using the
empirical data of Green and Cossletf26g we estimate that

electrons of energyE skeVd createK̃a photons according to

NgensEd = 4 3 10−5sE − E0d1.63,

whereE0 is the K-shell ionization energy. Since this model
does not follow the trajectory of the electrons we have cor-
rected for reabsorption by assuming the photons originate on
average from the center of the foil—this is not a large effect
for our relatively thin foil.

This model is really best suited to a bulk target and in our
case we need to make the implicit assumption that electrons
that emerge from the rear of the target are reflected back into
the target by space charge effects. Again this view is sup-
ported to some degree by the observationf24,25g that only a
small fraction of laser energy escapes from a foil irradiated
by a high power ultrashort pulse laser in the form of fast

FIG. 6. sad Absorption results from other authors,P=Pisaniet
al., W=Whartonet al., andS=Snavelyet al. The power law fitted
scales absorption as,I0.2. sbd Assumed absorption used in the mod-
eling below, as a function of irradiance for both target types.

FIG. 7. Yield for bare targets given by simple cross-section
model that assumes electrons only pass once through the foil. Three
separate models of hot electron temperature are used.
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electrons. The predicted emission ofKa photons from the
bare Ti foil, when combined with assumed absorptions, is
shown in Fig. 8—again for all three assumptions about tem-
perature scaling. As can be seen, the predicted emission rises
towards tight focus as seen experimentally but is more than
an order of magnitude greater than observed. We know that
the electrons will move out of the focal spot volume as it has
been observed that theK-alpha source size can be several
times the laser spot sizef3,27g. However, this does not mean
that they escape from the foil. Our data were not spatially
resolved and any emission from a reasonably large area
would be collected. The predicted yield at low irradiance/
high defocus offset is much more in line with experiment
than the simple cross-section model. We emphasize again
that thus far this model assumes that all fast electrons enter
the cold foil and are completely recirculated into the target as
they emerge from the rear. This and other assumptions are
discussed in the next subsection.

D. Discussion

The empirical model described above is based on what we
consider to be fairly sound estimates of absorption and hot
electron temperature based on the previous experience of
other researchers. The conversion of fast electrons toKa
photons is based on experimental data. The assumption that
little energy is lost to escaping electrons seems to be backed
up by experimental observations. However, the experimental
yield is a factor of,50 less than the simulations at tight
focus. This is perhaps not such a surprise as the model we
have used is quite simplistic and indeed Reichet al. also
generate yields well in excess of the experimental data to
which they compare their resultsf6g. On the other hand, the
cross-section model is also based on similarly straightfor-
ward ideas and also does not match experiment. In the latter
it is clear that a weakness of the model is that it allows many
of the electrons to escape the rear of the foil contrary to
experimental experience. For the empirical model we can
point to two areas of weakness.

First, it is assumed that when the electrons are recircu-
lated they effectively just switch direction without loss of
energy. For the tight focus case our empirical model required

this to happen many times for the fast electrons. In fact it is
likely that electrons leaving the cold foil will pull ions with
them, thus transferring energy out of the electron beam. The
behavior in the extended preformed plasma may well be dif-
ferent to that at the sharp boundary on the rear surface but
both need to be considered as potential energy losses.

Second, and perhaps more obviously, we are assuming in
our calculations that all electrons will enter the cold part of
the foil despite the potentially important role of electric field
inhibition f28,29g. Indeed, we can note that if we consider a
simple model of a capacitor, where the charge separation is
between the critical density surface and the solid foilsabout
10–20mm in a 1D planar simulationd, then moving,2% of
the charge generated at tight focussT,1.5 MeV with 25%
absorption of laser lightd creates a potential of,8 MV in the
absence of return current. For a Maxwellian atThot
,1.5 MeV only ,2% of electrons have more than this en-
ergy, so that there is scope for this mechanism to inhibit
electron penetration. In reality, such a large field would drive
a substantial cold return current to balance this and the pen-
etration of the fast electrons into a solid would depend on the
metallic/dielectric nature of the cold foilf16g. Although Ti is
a metal, its cold conductivity is, for example, a factor of 15
less than for Al and so there may be stronger inhibition than
for Al targets. With such a short pulse duration, there is
clearly some scope for further work looking at the detailed
modeling of electron transport in this particular experimental
arrangement.

The current capability of our own modelling is not suffi-
cient to carry out this work as there are details of the geom-
etry of the laser interaction and fast electron generation to
account for as well as the generation of return current and
transport of the fast electrons in the solid. Nevertheless, we
can try to think about our disagreement between experiment
and modeling by looking at the scaling for some parameters
that may affect the effectiveness of fast electron penetration
of the foil.

First, on the issue of inhibition due to electric field gen-
eration, we note that, if the hot electron temperature scales as
,I1/2 at high intensity and the area of the focal spot varies
inversely withI, as it does for fixed laser energy, then for a
given absorption level, the number of fast electrons per unit
areasand thus currentd required to penetrate into the target
scales as,I1/2. The areal charge density separated in turn
affect the electric field generated.

Second, looking at a different point of view, we require
the electrons to penetrate the foil, but for ponderomotive
heating with a small focal spot size, a substantial number of
electrons may be expelled laterally from the focal region
rather than forward into the foil. Such electrons may give
energy to the expansion of the plume but might not enter the
cold solid. The degree to which this occurs, should be gov-
erned by the ratio of focal spot perimeter to area which var-
ies asI1/2.

Finally, we can note that for the fast electrons the foil is
much less than the Bethe-Bloch stopping distance and that
Feather’s lawf21g gives a linear relationship between ulti-
mate range and electron energy. Thus, to an approximate
degree, the loss rate varies asThot

−1 and thusI−1/2. Therefore
our empirical model assumes that fast electrons make a num-

FIG. 8. Yield for bare targets using a simple model forKa yield
as a function of electron energy assuming all electrons pass back
and forth through the foil until they lose their energy. Again, three
separate models of hot electron temperature are used.
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ber of “passes” through the foil that varies as energy and
thus, on average, as,I1/2. For each of these hypothetical
passes we ought to be accounting for some energy loss.

Taking these points into consideration we wish then to
make anad hochypothesis that there is a “correction” factor
to be applied to our model to account for the inefficiencies
described and that it has a value of,50 at the highest inten-
sity and thereafter scales asI1/2. Figure 9 shows the results of
applying such a “correction” factor to simulations that use
the experimentally derived Nishimuraet al.hot electron tem-
perature scaling at lower intensity when resonance absorp-
tion is thought to be dominant and the ponderomotive heat-
ing scaling otherwise. We can see that the general shape of
the experimental data is now reasonably well reproduced.

The central peak height is of course set to match experiment
by the choice of maximum “correction” factor, but the sec-
ondary peaks for the coated targets are roughly the correct
height compared to the central peak and are not so evident
for the bare targets.

The results of Fig. 9 are quite pleasing when compared to
the experimental data presented—there is a difference in the
offset of the secondary peak for the coated targets but the
overall picture is reproduced. However, it is important to
note some other scaling laws for fast electron temperature
tend to have a higher temperature at lower intensities and
would give, in Fig. 9, a secondary peak much in excess of
the central peak and above what experiment tells us. Thus we
need to exercise caution before being too satisfied with Fig.
9. We could in principle approach the problem from another
point of view and use the cross-section model with some
factor used to account for the return of electrons to the foil
once they pass through the rear surface as well as the effi-
ciency with which they penetrate the cold foil initially. How-
ever, this would again be anad hoccorrection. We must also
note that, apart from the fast electron transport issues and the
wide variation fast electron temperature predicted by differ-
ent models at modest irradiancessbelow ,1017 W cm−2d
more than one fast electron temperature may be present in
the plasma.

In summary, we have shown that relatively highKa pro-
duction has been possible with the laser energy at the funda-
mental frequency from an ultrashort pulses45 fsd Ti:sapphire
laser. We have shown that the efficiency can be experimen-
tally manipulated to be high at modest intensitysand lower
hard x-ray backgroundd by the use of coatings to modify the
preformed plasma scale length. Finally, we show that a
simple model overestimates the experimental yieldsespe-
cially at high intensityd because it neglects some factors that
may affect efficiency with which the fast electrons are
coupled to the foil. By making some assumptions about how
these factors vary with intensity it has been possible to re-
produce the experimental data in broad outline. By taking
more data with a range of target thickness, we may be able in
the future to deduce more about the mechanisms governing
how efficiently we can generateKa sources.
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